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Abstract

In this work we introduce a forecasting model with which we participated in the NN5 forecasting competition (the forecasting of 111 time series representing daily cash withdrawal amounts at ATM machines). The main idea of this
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model is to utilize the concept of forecast combination, which has been proven in the forecasting literature as an effective methodology. In the proposed system we attempted to follow a principled approach and make use of some of the guidelines and concepts that are known in the forecasting literature to lead to superior performance. For example, we considered some of the comparison studies and some of the previous time series competitions as guidelines to determine which individual forecasting models to test (for the possible inclusion in the forecast combination system). The final model ended up consisting of neural networks, Gaussian process regression, and linear models, combined by simple average. We also paid extra attention to the seasonality aspect, decomposing the seasonality into weekly seasonality (which is the strongest one), day of the month seasonality, and month of the year seasonality.

1 Introduction

In this study we present the model with which we participated in the NN5 time series competition [46]. Our model achieved for the complete data set the first rank out of 19 competitors, among the computational intelligence models, and the second rank out of 27 competitors overall (that is among computational intelligence models and statistical benchmarks). For the reduced data set our model obtained the third rank out of 29 competitors among the computational intelligence models, and the fourth rank out of 39 competitors overall (see Crone [15] and [46]). In the NN5 competition the task has been to forecast 111 daily time series, representing daily cash withdrawal amounts at ATM machines in various cities in the UK. The length of each time series is two years, and the forecast horizon is 56 days.

We attempted to follow a principled approach, whereby we use concepts and methods that are known from the literature to lead to superior performance. In situations where no dominant method is known we have experimented with various methods. For example, it has been an accepted fact that combining multiple forecasts tends to improve the forecasting performance, often in a dramatic way. Therefore, a major aspect of our model is the use of multiple forecasts and combining them. Since a forecast combination system inherits its forecasting performance from its constituent forecasting models, it was essential for us to experiment with many forecasting models, and select the best few to combine. There is essentially a very large pool of potential computational intelligence based models to test. So we limited the search to models that are known from previous comparison studies and from previous time series competitions to be good performers. Some of the computational intelligence models that ended up being selected in the final model are neural networks and Gaussian process regression. While the superiority of neural networks has been demonstrated in several studies, it was of interest to find among the top models the Gaussian process
regression, a hitherto not very commonly studied model in the forecasting literature. Gaussian process regression is basically a nonparametric regression model based on a probabilistic formulation of the concept of spatial smoothness. We also considered some linear models, as simple models are known to yield good forecasting results. This also provides an extra diversification away from nonlinear models. Some of the linear models that ended up being selected are multiple regression models and a simple moving average model. We also tested different time series preprocessing and postprocessing methods. For example, we considered several ways of carrying out the multistep ahead forecasting, such as the direct and the iterative methods. Also, we analyzed different time aggregations of the time series. All these variations have helped in adding diversity to the forecast combination model, as well as tuning in on the best models to be used.

A third aspect to which we paid extra attention is the seasonality aspect of the time series. As far as we know, the majority of the research on the seasonality topic (for example Zhang and Kline [57], and Zhang and Qi [56]) and the seasonality software packages (such as X12-ARIMA of the U. S. Bureau of the Census) handle monthly or quarterly time series. The problem considered here is somewhat atypical. We have daily time series with strong day of the week seasonality, moderate day of the month seasonality, and also moderate month-of-the-year seasonality. We have modified the well-known seasonal decomposition approach, by using the median instead of the average, and used the group seasonality concept for some of the seasonal components.

The paper is organized as follows. Next section we present a brief overview of the forecast combination problem. Section 3 describes the experimental design, clarifying the process of testing forecasting models for possible inclusion in the forecast combination system. Section 4 presents details about the time aggregation performed, while Section 5 presents the considered methods for performing multistep ahead forecasting. Section 6 is a detailed analysis of the seasonality aspects of the time series. Section 7 presents the final selected models that we ended up including in the forecast combination system. Section 8 gives a detailed analysis of the developed model and its forecasting results. Finally, Section 9 gives a summary and a conclusion for this work.

2 Forecast Combination

It has been documented in the literature that forecast combinations are very often superior to their constituent forecasts (Timmermann [54]). The alternative to forecast combination is to test several forecasting models, estimate their parameters, and select the model giving best performance in the in-sample period. However, practical experience has shown that the best model in the in-sample period might not be
best when forecasting future values. Typically, time series encounter time varying conditions, or possibly an out-right regime switch. This problem is also aggravated by parameter estimation errors and model misspecification. To hedge against all these unfavorable effects, a good strategy is to develop several good forecasting models, and combine their forecasts. In several studies (such as Clemen [14], Makridakis and Hibon [43], and Stock and Watson [51]) combined forecasts have generally been shown to outperform the forecast from the single best model. A theoretical justification of forecast combination can be obtained by viewing the problem from a Bayesian model averaging perspective (Hoeting et al [33]). Without knowledge of the precise data generating process of the time series, several models have to be tested, and their forecasts averaged according to the likelihood of the underlying models.

Forecast combination was pioneered in the sixties by Bates and Granger [9] and Ried [49]. Since then many developments occurred in this field, and several review articles have appeared (Clemen [14], DeMenezes et al [17], Diebold and Lopez [20], and Timmermann [54]). Forecast combination was also introduced in the neural network field (see Hashem et al [29], [30]). A parallel though somewhat different track in the neural network field is the so-called ensemble approach (Dietterich [21]). In this approach many networks are trained under varying conditions, and their outputs are combined (examples of ensemble networks are the bagging method and the boosting method, see Dietterich [21]). Another related methodology is the so-called thick modeling approach (Granger and Jeon [28]). In this approach, rather than tuning precise values for the neural network parameters, several plausible sets of parameters are used and the outputs of their respective networks are combined.

Over the years through practical experience or through large scale comparison studies researchers have accumulated quite a bit of valuable knowledge and understanding of the forecast combination approach. We summarize briefly some of the findings and practical aspects. One of the favorable features to have in a forecast combination system is the diversity of the underlying forecasting models, as a hedge from being too focused on a narrow specification. The diversity could stem from using different forecasting models, different model specifications, different time series preprocessing, or different exogenous input variables. This allows us to “cover a lot of ground” in explaining the considered time series.

Another aspect is that simple combination schemes tend to perform best. Adding an extra parameter (even an intercept, for example) generally tends to harm the performance. Also, some approaches, such as shrinkage, that temper away some of the complexity, have been found to give favorable performance (Timmermann [54]). Makridakis et al [41] and Clemen [14] have found that the simple average (i.e. equal weight combination) performs the best or near the best compared to other combining methods. De Menezes et al [17] have reviewed several studies and have come to the conclusion that the simple average outperforms when the individual forecasts are
comparable in performance, otherwise other methods will be more superior. Trimming out bad forecasting models also tends to improve performance (Timmermann [54]). Also, Aiolfi and Timmermann [3] have found evidence of persistence in out of sample performance for linear and nonlinear forecasting models. Therefore, for a forecast combination system to be superior, the underlying forecasting models have to be good performers (using the performance in the evaluation or validation set as a guide). In other words, a forecast combination system will not make up for poor performance in some of the underlying models.

In our developed model, we followed these guidelines above, while performing some experimentation to verify the suitability of our choices. Concerning diversity, in our model we imparted diversity by combining nonlinear models (computational intelligence based) and linear models (naturally linear and nonlinear models are inherently different). Also, we achieved diversity by considering a varying group of computational intelligence models, different combinations of input variables, and different approaches for tackling the multistep ahead problem (such as the direct approach, the iterative approach, and the parallel approach, see next section for a description).

As mentioned, it is essential that the constituent forecasting models be as good as possible. In our system we attempted to achieve this property by experimenting with a large number of potential candidates. From all tested models only the top nine models are used in the ultimate combination system. Armstrong [6] advocates generally using five or six models. In our case the number nine is chosen because nine models achieved top and comparable performance. Taking more than that would have led to including some of the lesser performing models that could possibly be a drag on the overall performance. Concerning the combination weights, we opted for the simple average. Since the nine constituent forecasts are comparable in performance, the simple average is the most reasonable way to go.

3 Model Pre-Testing

Before developing the forecasting models an essential first step is to deseasonalize the time series (described in more details in Section 6). The considered problem is a hard 56-day ahead forecasting problem. To simplify the problem, we performed a time aggregation step to convert the time series into a weekly series. The details of all performed time aggregations are given in the next section.

The next step, discussed here, is to pre-screen the models. This means that we compare between a large number of computational intelligence and linear models, and decide upon the best few. As we mentioned in the previous section, our aim is to determine a few very good forecasting models, and combine their forecasts.

We experimented with a total of about 140 different models. Each one corresponds
to either a different computational intelligence or a linear model, or a different pre-
processing or postprocessing method. The following are the classes of models we
considered.

2. Gaussian process regression.
3. Echo state network.
4. Echo state network ensemble.
5. ARMA (with a variety of order specifications).
6. AR (with order specification using the BIC criterion).
7. Multiple regression.
the parameters are obtained in a maximum likelihood framework.

For each of these models several variations of model parameters, preprocessing,
and postprocessing are considered, leading to a total of 140 models. For example,
we considered different combinations, aggregations, or numbers of input variables
(see next section for a description). Also, we considered different ways to perform
the multi-step ahead forecasting (see Section 5). Other preprocessing that we tested
includes applying a log transformation to the time series, and detrending the time
series. Both of these, however, were not very beneficial, and ultimately ended up not
being selected in the final systems.

The selection of the final models to use in the forecast combination system is
purely based on forecasting accuracy (on the test set). We used 97 weeks as training
data and 8 weeks as a test set. The length of the test period is set so as to replicate
the conditions of the period to be forecasted (as set out in the competition). Once
the models are finalized, we combine the training set with the test set to retrain the
models and then generate the final forecast (to be submitted to the competition).

The reason for considering the pool of forecasting models listed above is as follows.
A previous large scale study by Ahmed et al [2] compared between eight computa-
tional intelligence models for time series forecasting. The top two models turned out
to be the standard neural network model and the Gaussian process regression model.
We had also applied these two models in several other forecasting applications and
verified their strong performance. We also checked the results of the NN3 time series
forecasting competition (the precursor competition to this NN5 competition), and found that the echo state network ESN (a type of recurrent neural network) was the top model in the computational intelligence category. So we considered several variations of ESN’s, including an ensemble of ESN’s (since ensemble networks are generally known from many studies to be quite successful). As can also be seen in the list, we included a variety of the major linear models, to diversify away from computational intelligence models which are all nonlinear. Also, simple models tend to fare well in forecasting applications, especially in very noisy applications that have small data sets.

4 Time Aggregation and Input Variables

To simplify the forecasting problem, we performed a time aggregation step to convert the time series from daily to weekly. We considered the weekly version of the time series (where each weekly data point is constructed by summing the underlying daily data points). So, in this case, the forecast becomes simply an 8-step-ahead forecast (that is forecasting 8 weeks), which makes the problem more manageable. Once the forecast has been performed, we convert the weekly forecast to a daily one by a simple linear interpolation scheme. This scheme has the following conditions: a) the forecast of the week equals the sum of the constituent daily forecasts; b) the daily forecasts for a specific week follow a straight (possibly sloping) line; c) from one week to the next the line’s slope could change, generally leading to a piecewise linear function; d) furthermore this piecewise linear function is a continuous function, that is the ending point for one week is the starting point for drawing the line for the next week. The computation for performing this translation from weekly forecasts to daily forecasts is fairly simply performed.

The preprocessing and postprocessing varieties that we tested included giving different combinations of input variables. Most of the input variables given were lagged values and window averages for the weekly time series. For example, the input variables to a model could be the $k$ previous weekly values. We tested various values of $k$. When going beyond four weeks of lagged values, we used coarser time aggregation, typically monthly. For example we could have the four weeks lagged values, and the averages of each of the two months previous to these four weeks. (A useful study of time aggregations for neural network forecasting can be found in Atiya et al [7].)

When we mentioned about the time aggregation step (converting the daily time series into a weekly time series), we made a point that the problem becomes more manageable (forecasting 8 points instead of 56 points). However, one might wonder, perhaps performing some further aggregation might lead to improvements, or at least could lead to more diverse models. We focused on this issue, but only for the horizon
to be forecasted. That is, we considered aggregating that only, but not the input variables entering into the models. By inspecting the time series, we found that there are not many significant medium term trends. The values for the time series are not expected to vary much beyond that exhibited by the seasonalties (and once in a while some level shifts). We therefore have a model that is trained to forecast the whole eight week horizon as a fixed constant value. The issue is here to estimate the constant level that is expected to best fit the future time series values (abbreviate this approach as LEV). We considered also an approach where we have the time aggregation varying with the horizon. For example the first few days in the forecast horizon are very close to the current day and therefore previous variations at the scale of days will have an impact. On the other hand, beyond these adjacent days a coarser aggregation could be more appropriate. We therefore tested the following time aggregation approach. The first seven days in the forecasting horizon will be forecasted separately (no aggregation is done, they are kept in their daily form). The lagged time series values entering as input variables will also be the past daily lags. Beyond these seven days, we use weekly aggregation or more.

5 Methods for Multi-Step Ahead Forecasting

We considered different ways of carrying out the multi-step ahead forecasting. There are three well-known ways: the iterative approach, the direct approach, and the parallel approach. A thorough analysis and comparison of these approaches can be found in Kline [39].

In the iterative approach (abbreviate it as ITER) the model is trained on a one-step ahead basis. After training we use the model to forecast one step ahead (i.e. one week ahead). We then use the forecasted value as input to the model when we forecast the subsequent point, and continue in this manner. In the direct approach (abbreviate it as DIR) we use a different network for every point in the future to be forecasted. For example, in our case we have an eight week forecast horizon, so we have eight networks, each one forecasting a specific week in the future. Of course, every network is trained separately. When forecasting, we apply these eight networks to obtain the eight weeks ahead. In the parallel approach, we use only one network with a number of outputs equal to the length of the horizon to be forecasted. We train the network in a way so that output number $k$ produces the $k^{th}$ step ahead forecast. We focused mainly on the iterative approach and the direct approach. The parallel approach could apply only to the neural network and the echo state network (because they allow multi-output), and the initial runs did not yield good performance for this approach.
6 Seasonality Analysis

In the business forecasting literature there has been two competing views in handling seasonality. In the first one the seasonal component is estimated and factored out of the time series. Then, a forecasting model is applied on this deseasonalized time series. In the other view a forecasting model is designed to outright take into account the seasonal aspect of the time series. Examples of this latter approach are the seasonal ARIMA model (or SARIMA), and the Holt-Winters exponential smoothing model [24]. There has been some debate as to which approach is more effective. The advantage of the seasonal adjustment approach is that it decomposes the problem and therefore allows the forecasting model to pay more attention to the other aspects of the time series such as the trend. The opponents, however, argue that deseasonalization sometimes unfavorably alters the characteristics of the time series. For example, a transformed data point includes future values of the time series due to the typically used centered moving average, leading to some kind of “forward looking” when testing or tuning a forecasting model on the in-sample period. Nevertheless, deseasonalization typically leads to favorable results. For example Wheelwright and Makridakis [55] found that a deseasonalization step led to improved accuracy for traditional statistical forecasting models. In the computational intelligence literature, deseasonalization was mostly a beneficial strategy. Nelson et al [44] considered neural network forecasting models applied on 68 monthly time series from the M-competition. They showed that a deseasonalization step led to a significant improvement in forecasting performance. Zhang and Qi [56] and Zhang and Kline [57] arrived at the same conclusion, and advocate that deseasonalization (as well as detrending) is very beneficial when using neural network forecasting models. Therefore, in our study, we opted for the deseasonalization approach.

The prevalent way to extract seasonal averages is the well-known additive or multiplicative seasonal decomposition approach (Makridakis et al [42]). In this method a centered moving average is applied, then the time series is divided by this moving average. The seasonal average will then be the season-by-season average of the resulting series. A group of deseasonalization systems called collectively X11 systems include the well-known X11, X11-ARIMA, X12-ARIMA, and TRAMO/SEATS systems. They are comprehensive systems that utilize a group of moving averages, applied in an iterative multi-step way. They also include other aspects such as outliers handling and some diagnostics (see Ghysels [25] and Gomez and Maravall [27]). There have also been other approaches to extract the seasonal component, for example by regressing the time series on a number of sine and cosine functions (Hylleberg [37]), to extract the periodic component.

The approach that we used is essentially similar to the multiplicative seasonal decomposition, except that we use the median instead of the mean to compute the
seasonal average. The time series in this competition exhibit strong seasonal components at a variety of time scales. The strongest seasonal component is the day of the week seasonality. The weekday will naturally have an impact on withdrawal volume, due to weekend effects and the generally varying weekday patterns of people’s behavior. Another seasonal effect is the day of the month seasonality. Naturally wage payments and bill payments coincide with certain days of the month. The final seasonal effect is the month of the year. Holiday and back-to-school months generally exhibit higher withdrawal volume.

To test the existence of these three types of seasonality in the different time series, we employed the following tests. The first one tests for day of the week seasonality. In this test, we normalize each time series value by dividing by the average of the week containing it. Then we group the data by day of the week and perform a one-way ANOVA test for comparing the means of the seven groups of data (representing the seven days of the week). This test rejected the null hypothesis (of equal group means) and therefore indicated that all time series possess a day of the week seasonality (with an essentially zero p-value). Figure 1 shows a box-plot for the average day of the week seasonal pattern for one of the time series. The second test is an analogous test, but applied to the day of the month seasonality case. The test did not reject the null hypothesis (at the 5% level) for any of the 111 time series. Another look at the data revealed that this is due to the scarcity of the data points (typically around 24 points per time series). However we noticed that there is a pattern of high withdrawals in the first week of the month and at mid-month, and a clear trough in the last week of the month. This same pattern runs across different time series, suggesting the possible existence of a group seasonality. To investigate that, we performed the following test. We considered each of the normalized time series (normalized by dividing by the average of the month), and computed the mean for each day of the month (the mean across all months of the considered time series). So we ended up with 31 numbers representing the mean values for every time series. Considering these numbers for all time series as a whole and performing an ANOVA test, we tested the null hypothesis: are the data for all time series grouped by day of the month of equal means. The test rejected the null hypothesis (with p=0) indicating the existence of day of the month group seasonality. Figure 2 shows the box-plot for the day of the month group seasonal variation. We also tested for month of the year group seasonality, by creating a normalized monthly time series (each time series point would be the average of the month normalized by the average of the year). Again, the ANOVA test rejected the null hypothesis of equal means for each of the 12 months (over all time series), indicating the existence of group month of the year seasonal behavior. Figure 3 shows the box-plot for the month of the year group seasonal variation.

Now that we established the existence of individual day of the week seasonality,
Figure 1: A box plot of the day of the week seasonal average for one of the time series.

Figure 2: A box plot of the day of the month group seasonal pattern for all time series.
Figure 3: A box plot of the month of the year group seasonal pattern for all time series.

and group day of the month and month of the year seasonalities, we proceed with the deseasonalization step. For the day of the week seasonality, the method is described as follows:

1. For every time series point compute the average value for the week containing it. Denote this by $AvgW_k$.

2. Compute the relative or normalized time series value:

$$z_t(i) = \frac{y_t(i)}{AvgW_k}$$ (1)

where $y_t(i)$ is the time series value at time $t$ that is a day of the week $i$, and $z_t(i)$ is the normalized time series value assuming it is of day of the week $i$. This normalization step is designed to take away the effects of any trend or level shift that would affect the absolute values for the different days of the week.

3. Compute the seasonal average $s_W(i)$, as follows:

$$s_W(i) = \text{Median}_t(z_t(i))$$ (2)

The median is computed over all points in the time series that are of day of the week $i$. 


4. The deseasonalization is obtained as:

\[ u_t(i) = \frac{y_t(i)}{s_W(i)} \]

where \( u_t(i) \) represents the deseasonalized series.

As mentioned, a distinctive feature of this deseasonalization algorithm is the use of
the median instead of average. Weekly seasonality involves in most cases sharp pulses.
If using the average, the peak of the seasonal average becomes blunter and shorter,
leading to detrimental results. The median, on the other hand, leads to preserving
the typical shape of the peaks observed during the week. Note that Crum [16] also
used the median in the seasonal computation, but only for computing the median
over the averaging window, and not for computing the seasonal average.

Concerning the day of the month seasonality, we employed a deseasonalization that
is similar to the day of the week deseasonalization (also using the median concept).
We will not get into the details, but at the end we obtained a seasonal average
\( s_M(j) \), \( j = 1, \ldots, 31 \), where \( j \) is the day of the month.

The group seasonal average is also obtained by taking a day by day median of
the \( s_M(j) \)'s pertaining to the different time series (to get say \( s_{MG}(j) \)). Even though
the statistical test established group seasonality but could not establish individual
seasonality, we considered in the simulations both these two variants (the “individual”
and the “group” seasonalities). The reason is that according to Nelson et al [44] the
penalty of performing deseasonalization when there is no seasonality is minimal, but
the penalty of not performing deseasonalization when there is seasonal behavior is
quite large. Another reason is that this allows us to add beneficial diversity into the
models. The group seasonal indexes will be less noisy than an individualized seasonal
average due to using more data to estimate it. Its drawback is that it is less attentive
to the individual variations from one time series to another. Chen and Boylan [13]
performed a very interesting study of individual versus group seasonal analysis. They
particularly highlight the powerful performance of group seasonal models.

For the month of the year seasonal effect we also computed the seasonal average
using an approach similar to the previous two seasonal effects. Here we used only
the group version, as there was little data to compute any individual seasonal average.
The seasonal average is obtained by taking the month by month median over all
normalized time series. Let \( s_{YG}(k) \), \( k = 1, \ldots, 12 \) be the seasonal average, where \( k \)
is the month number.

Deseasonalizing with respect to the day of the month and the month of the year
seasonal components can then be achieved by dividing \( u_t(i) \) by \( s_M(j) \) (or \( s_{MG}(j) \))
and by \( s_{YG}(k) \). Note that the forecast combination step is performed at the very end,
that is after returning back the seasonal components.
Post-deseasonalization tests did not indicate statistically significant difference in the residual seasonality between the standard seasonal decomposition method and the method based on the median. However, the method based on the median led to significantly better ultimate forecasting performance, as indicated in the test of Section 8 (Table 2).

As an illustration, Figure 4 shows the weekly seasonal averages for one of the time series for the proposed median-based method as well as the multiplicative seasonal decomposition benchmark. As can be seen the median-based average has a higher and more defined peak. This characteristic (of a higher peak) was observed in 76% of the time series.

7 The Selected Models

7.1 The Nine Final Models

The nine models that gave best test forecasting accuracy turned out to be:

1. GPR-ITER: Gaussian process regression using the iterative multi-step ahead approach. The input variables to this model are the four weeks lagged values, the average of the month previous to these four weeks, and the average of the three weeks of the last year that correspond to the current week (this input is useful to account for any yearly seasonal effects).
2. GPR-DIR: Gaussian process regression using the direct multi-step ahead approach. The input variables to this model are similar to those of GPR-ITER.

3. GPR-LEV: Gaussian process regression using the fixed level multi-step ahead approach (i.e. the forecast of the whole 8 weeks is a fixed constant line, as described in Section 4). The inputs to this model are the four weeks lagged values, the averages of each of the two months previous to these four weeks.

4. NN-ITER: Neural network using the iterative multi-step ahead approach. The input variables to this model are similar to those of GPR-ITER.

5. NN-LEV: Neural network using the fixed level multi-step ahead approach. The inputs to this model are the four weeks lagged values, the averages of each of the two months previous to these four weeks.

6. MULT-REGR1: Multiple regression model, with varying time aggregation for the forecast horizon, as described in Section 4. Specifically, the first seven days are each forecasted separately, with the regressors being: the past seven days of the time series, and the average of the past 120 points. Beyond these seven days, we forecast the whole seven remaining weeks as a constant level. The regressors in this case are the four weeks lagged values, and the average of each of the three months previous to these four weeks (for a total of seven regressors). We used individual day of month seasonal average, rather than group.

7. MULT-REGR2: Another multiple regression model, very similar to MULT-REGR1 except that we used group day of month seasonal average, rather than individual.

8. MULT-REGR3: Another multiple regression model, very similar to MULT-REGR2, except that we used the average of each of the four months instead of three months as regressors.

9. MOV-AVG: A very simple model based on a simple moving average. The model forecasts the whole 8 weeks as a single level computed as the average of the previous 200 points.

All models are selected based on the accuracy on the test set. We used the symmetric mean absolute percentage error (SMAPE) as our error measure, as this is the main measure considered in the competition. It is defined as:

$$SMAPE = \frac{1}{M} \sum_{m=1}^{M} \frac{|\hat{y}_m - y_m|}{(|\hat{y}_m| + |y_m|)/2}$$  \hspace{1cm} (4)
where \( y_m \) is the actual time series value and \( \hat{y}_m \) is the forecast, \( M \) is the size of the test period. All the tested 140 models (or model variations) yielded a widely varying range of test errors, with the SMAPE varying from around 19% to 40% (however the majority were in the range from 19% to 30%). The selected nine models (displayed above) are the top nine of the 140 candidate models. They gave very comparable errors, in the range 19% to 21%. Figure 5 shows a block diagram for the whole forecasting system, including the top models that ended up being part of the system. As mentioned, the forecasts of the nine selected models were combined by simple average, and the resulting forecasts were submitted to the competition.

Because the topic of the special issue is on computational intelligence models, we will describe in some brief detail below the neural network and the Gaussian process.
regression models.

7.2 The Neural Network Model (NN)

The neural network (Hastie et al [31]). (often called multilayer perceptron) is a
demi-parametric model, inspired by studies of the brain and the nervous system. It is an extremely flexible model, and in fact it has been proven to be a universal approximator. This means that given any continuous function one can always design a neural network that achieves an approximation as close as possible. A neural network consists of computational elements, called neurons, that perform a weighted sum operation, followed by applying a nonlinear squashing-type function. Specifically, the neural network output is given by:

\[ \hat{y} = v_0 + \sum_{j=1}^{NH} w_j g(w_j^T x') \]  

where \( x' \) is the input vector \( x \), augmented with 1, i.e. \( x' = (1, x^T)^T \), \( w_j \) is the weight vector for \( j \)th hidden node, \( v_0, v_1, \ldots, v_{NH} \) are the weights for the output node, and \( \hat{y} \) is the network output. The function \( g \) represents the hidden node output, and it is given in terms of the squashing function, for example the logistic function: \( g(u) = 1/(1 + \exp(-u)) \).

Neural networks have seen wide applicability in many diverse applications. In particular, they have been applied extensively to the time series forecasting problem, and their performance is quite encouraging (see for example Alon et al [4], Callen et al [10], Hill et al [18], Sharda and Patil [50], Terasvirta et al [53], Zhang and Qi [56], and the review Adya and Collopy [1]). Neural networks are trained using a gradient descent-type algorithm, called the backpropagation algorithm. More advanced optimization algorithms have also been widely used, such as second order optimization approaches. We used an algorithm from this group called Levenberg Marquardt, as this is generally known to be one of the more efficient algorithms for training neural networks (we use the Matlab function \texttt{trainlm}).

The number of hidden nodes \( NH \), or network size, is a critical parameter for the NN, as it determines the network complexity. If the network size is not adequately controlled, the network can overfit the data. We have used five-fold cross validation to estimate this parameter for every time series. Kohavi [40] has shown that K-fold validation is one of the superior methods for model selection. We consider the candidate values \( NH = [0, 1, 3, 5, 7] \). Note that we have the possibility of “having zero hidden nodes” \( (NH = 0) \), meaning simply a linear model. Balkin and Ord [8] have shown that the possibility of switching to a linear model for some time series improved
performance. We did not use multiple initializations, so for every different preprocessing/postprocessing combination we have exactly one neural network model. Instead of multiple initializations we used the initialization method by Nguyen-Widrow [45] (the Matlab function function \texttt{initnw}). Concerning the other less key parameters and model details, we selected them as follows. We used the logistic activation function for the hidden layer, and a linear output layer. Training is performed for 500 epochs, using a momentum term 0.2, and an adaptive learning rate with initial value 0.01, an increase step of 1.05 and a decrease step of 0.7. The reason for choosing these values for the learning rate and momentum is that we found them in another large scale study (Ahmed et al [2]) to be quite effective when applying neural networks to time series forecasting.

7.3 The Gaussian Process Regression model (GPR)

Gaussian process regression (Rasmussen and Williams [48]) is a nonparametric regression model based on the concept of spatial smoothness. Specifically, if the training data are modeled as points in the input space, then the underlying function values for two adjacent points (adjacent in the input space) are assumed to be close to each other, or highly positively correlated. On the other hand, the further the points get, the looser the correlation becomes. This smoothness aspect is enforced using a Bayesian prior, as described below.

Let $x_i$ be the input vector for training data point $i$, with corresponding observed response (or target output) $y_i$. Arrange the vectors $x_i$ in a matrix $X$, and arrange the $y_i$'s in a vector $y$. The observed response $y_i$ equals the underlying function value $f_i$ plus some random error term $\epsilon_i$ (assume it is zero-mean normal with variance equal to $\sigma^2$). The function values $f_i$ are smoothed versions of the observed responses $y_i$ and are the inherent function values to be estimated. Also arrange the $f_i$'s in a vector $f$.

Some multivariate normal prior is attached to the vector $f$ to enforce smoothness:

$$f \sim \mathcal{N}(0, V(X, X))$$

(6)

where $V(X, X)$ denotes the covariance matrix between the function values of the different training data points, with the $(i, j)^{th}$ element of $V(X, X)$ being $V(x_i, x_j)$, the covariance between the function values of training data points $i$ and $j$. To guarantee smoothness, the covariance function is taken as a monotonically decreasing function $g$ of the distance between $x_i$ and $x_j$:

$$V(x_i, x_j) = g(\|x_i - x_j\|^2)$$

(7)

For example, the exponential function is a typical choice for $g$, giving the following
form for the covariance matrix:

\[ V(x_i, x_j) = \sigma^2_f e^{-\frac{\|x_i - x_j\|^2}{2\alpha^2}} \] (8)

The role of the prior is to impose smoothness of the solution (very smooth solutions are favored by the selected prior). Then, the observed responses are factored in, to obtain the posterior estimate of the function values. Given an input vector \( x_* \), the prediction \( y_* \) can be derived using some Bayes rule manipulations as:

\[ \hat{y}_* = V(x_*, X)[V(X, X) + \sigma_n^2 I]^{-1} y \] (9)

For Gaussian process regression we have three key parameters that control the function smoothness: \( \sigma_n \) (the standard deviation of the error terms \( \epsilon_i \), see above), \( \sigma_f \) and the \( \alpha \) (the parameters that pertain to the covariance function as in Eq. 8). We used the model selection algorithm proposed by Rasmussen and Williams [48]. It is an algorithm that maximizes the marginal likelihood function. More details and description of this algorithm can be found in [48].

Unlike neural networks, Gaussian process regression has received very little attention from the forecasting community. The largest study to-date is the comparative study by Ahmed al al [2], whereby Gaussian process regression occupied the second rank among a large group of computational intelligence models. Among the few other studies on using Gaussian process regression for time series forecasting are the works of Brahim-Belhouari and Bermak [11], Chapados and Bengio [12], and Girard et al [26].

8 Analysis

To shed some light and single out some lessons to be learned from this work, we attempted to find out what aspects of this forecasting system that are responsible for the superior rank. There are three major components of the proposed system: The concept of forecast combination, the novel deseasonalization method (using the median instead of the average), and the way the individual forecasts and the preprocessing are tested and selected. We considered only the first two aspects. It was hard to test the third aspect, because it is not clear what alternative to compare against (this means if we had not used this selection approach what other approach to use).

For the first concept we performed the following simple test. We computed the forecast error (the SMAPE) for each of the nine individual forecasts, and compared it with the forecast error of the combined forecast. This test will tell us whether or not the forecast combination aspect has had a decisive positive impact on the performance. We performed a multiple time origin test (see Tashman [52]). The time
origin denotes the point from which the (multi-step ahead) forecasts are generated. In
the multiple time origin test we shift the time origin a few times, each time performing
the forecast and computing the error. The average of these errors will then be used
as the evaluation criterion. We used a three time origin test (each is one week apart)
with the forecast periods being:

1. Day 680 to Day 735 (or Week 98 to Week 105).
2. Day 687 to Day 735 (or Week 99 to Week 105).
3. Day 694 to Day 735 (or Week 100 to Week 105).

In addition to the nine individual forecasting models, we also added a statistical
benchmark for comparison, namely Holt’s additive exponential smoothing model.
For this model we estimated the smoothing parameters by minimizing the sum of
square errors on the training set, and estimated the initial level and trend by fitting
a regression line on the first 50 data points and observing the intercept and slope,
see Hyndman et al [38] (typically 5 or 10% of the training data points are used for
obtaining these initial variables). The Holt’s model is applied on the deseasonalized
time series (where we used the same seasonal decomposition approach as that used
by the proposed forecasting models).

Table 1: The Performance Comparison of the Individual Forecasting Models Versus
the Forecast Combination Model

<table>
<thead>
<tr>
<th>Model</th>
<th>SMAPE % (Std Err)</th>
<th>Avg Rank</th>
<th>FRAC BEST (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPR-ITER</td>
<td>19.90 (0.60)</td>
<td>6.34</td>
<td>7.21</td>
</tr>
<tr>
<td>GPR-DIR</td>
<td>21.22 (0.61)</td>
<td>8.41</td>
<td>3.60</td>
</tr>
<tr>
<td>GPR-LEV</td>
<td>20.19 (0.74)</td>
<td>5.74</td>
<td>12.61</td>
</tr>
<tr>
<td>NN-ITER</td>
<td>21.11 (0.70)</td>
<td>7.88</td>
<td>2.70</td>
</tr>
<tr>
<td>NN-LEV</td>
<td>19.83 (0.82)</td>
<td>4.96</td>
<td>27.93</td>
</tr>
<tr>
<td>MULT-REGR1</td>
<td>19.11 (0.60)</td>
<td>5.50</td>
<td>2.70</td>
</tr>
<tr>
<td>MULT-REGR2</td>
<td>18.96 (0.60)</td>
<td>4.96</td>
<td>9.01</td>
</tr>
<tr>
<td>MULT-REGR3</td>
<td>18.94 (0.60)</td>
<td>4.80</td>
<td>7.21</td>
</tr>
<tr>
<td>MOV-AVG</td>
<td>19.55 (0.61)</td>
<td>5.61</td>
<td>7.21</td>
</tr>
<tr>
<td>Holt’s Exp Sm</td>
<td>23.77 (1.13)</td>
<td>7.90</td>
<td>7.21</td>
</tr>
<tr>
<td>Combined</td>
<td>18.95 (0.76)</td>
<td>3.89</td>
<td>12.61</td>
</tr>
</tbody>
</table>

Table 1 shows some of the comparison results for the competing 11 models. The
table shows the average SMAPE (for the multiple time origin test set) of each model
over all 111 time series. Moreover, it shows the average rank of each model, defined as follows. Consider time series \( i \) and let us rank all compared models (assume that we have \( k \) models, in our case \( k = 11 \)), with the rank being 1 for the best model and \( k \) for the worst. The rank is on the basis of the accuracy (SMAPE-wise) in the multiple time origin test set. Let \( r_{ij} \) be the rank of model \( j \) on time series \( i \). The average rank \( R_j \) of model \( j \) is the average of the ranks of model \( j \) over all the time series (let there be \( n \) time series, where \( n = 111 \) in our case). The average ranks \( R_j \) of the different models are shown in the third column in the table. We also computed another rank-based measure, namely the fraction best (or in short FRAC-BEST). It is defined as the fraction of time series for which a specific model beats all other models. We used the SMAPE as a basis for computing this measure. The reason why this measure could be of interest is that a model that has a high FRAC-BEST, even if it has average overall SMAPE, is deemed worth testing for a new problem, as it has a shot at being the best. We can see from the table that the forecast combination model outperforms the majority of the individual forecasting models and also the statistical benchmark SMAPE-wise. (Only MULT-REGR2 and MULT-REGR3 are about equal in performance to the combined model, while the remaining models are lower in performance). Concerning the fraction best measure, NN-LEV is far ahead of the pack and GPR-LEV gives equal performance (to the combined model). We also see that the average rank of the forecast combination model is 3.89, beating all other ten models. To test whether this outperformance is statistically significant, we designed the following test.

The goal here is to test if the accuracy of the considered combined forecasting model is significantly different from that of each of the nine constituent forecasting models and the statistical benchmark. These tests call into question the problem of comparing multiple models on multiple data sets, and trying to infer if there are significant general differences in performance. For such case Demsar [19] in a detailed comparative study recommends using a two stage procedure: first to apply Friedman’s test to test if the compared models have the same mean rank. If this test rejects the null-hypothesis, then post-hoc pairwise tests are to be performed to compare the different models. These tests adjust the critical values higher to ensure that there is at most a 5% chance that one of the pairwise differences will be erroneously found significant.

The Friedman’s test is a nonparametric test, designed to detect differences among two or more groups. Friedman’s test, operating on the mean ranks \( R_j \), considers as the null hypothesis that all models are equivalent in performance (have similar mean ranks). Under the null hypothesis the following statistic:

\[
\chi^2_F = \frac{12n}{k(k+1)} \left[ \sum_{j=1}^{k} R_j^2 - \frac{k(k+1)^2}{4} \right]
\]  

(10)
is approximately distributed as $\chi^2$ with $k - 1$ degrees of freedom.

If the Friedman’s test is rejected we proceed with the post-hoc tests. We consider the following statistic for the pairwise tests between model $j$ and model $l$:

$$D = \frac{(R_j - R_l)}{\sqrt{\frac{k(k+1)}{6n}}}$$  \hfill (11)

Under the null hypothesis of equal mean ranks this statistic is approximately normal. In multiple comparisons, because of the possibly large numbers of pairwise comparisons, there is a relatively high chance that some pairwise tests are incorrectly rejected. There are a number of methods that adjust the critical value of the test to account for this bias. When the tested models are compared to a control model, then the most suitable approach is to use Bonferroni-type corrections. (This applies to our situation where we are comparing the combined forecasting model with each of the constituent forecasting models.) The basic method, the Bonferroni-Dunn test (see Demsar [19]), is known to be too conservative. More powerful tests have been developed in the literature, such as Holm’s step-down procedure [35], Hochberg’s step-up procedure [32], and Hommel’s procedure [36]. The latter two are the more powerful of these three tests (see Hochberg [32] and Demsar [19]), so we used Hochberg’s test. In this test we sort the p-values of the statistic $D$ (Eq. 11) for the $k - 1$ comparisons with the control model (i.e. the forecast combination model). The largest p-value is compared with the critical value ($\alpha = 0.05$), then the next largest is compared with $\alpha/2$, then the next with $\alpha/3$, and so on, until it encounters a hypothesis that it can reject. When that happens, all hypotheses with smaller p-value are rejected as well.

Performing the comparison between the forecast combination model, its nine constituent models, and the statistical benchmark, and applying the Friedman’s test, we found that the null hypothesis is rejected at the 5% level (the statistic $\chi^2_F = 218.3$), indicating significant differences in the mean ranks among the 11 compared models. Subsequently, we applied Hochberg’s test, and the results indicate that the highest p-value of the pairwise comparisons with the forecast combination model is that with MULT-REGR3, giving a p-value of 0.041. Since it is less than 0.05, we reject all hypotheses (at the 5% level), indicating a significant difference in mean rank between the forecast combination model and each of the ten other competing models.

Commenting on the results, we observe that for the case of the mean rank, confirming our Friedman/Hochberg tests, the combined model achieves best performance. Even if we focus on the SMAPE measure, it is a good achievement that the combined forecasting model beats the majority of the constituent models and equals in performance the best performing constituent model (in that measure). The reason is that a priori, we do not know which model will turn out to be the best, especially with all the changing conditions that time series typically pass through. The curious
Figure 6: The forecasts of the developed model for Time Series No. 20 versus the actual for the validation period.

observation is that NN-LEV was considerably better than the other models in the fraction best model. This indicates that on average this model tends to perform better than the others, but once in a while it completely fails. (The reason it fails could be due to the occurrence of overfitting, or due to the failing of the training algorithm to reach any acceptable solution.) This perhaps suggests an approach whereby we disable using this model (based on some training set or validation set error) if it is deemed to perform poorly. But this will not be tested here and could be investigated in a future study. To illustrate the forecasting ability of the combined system, Figure 6 shows the forecast versus the actual for the test period of one of the time series.

Table 2: The Performance Comparison of the Forecasting Model Using Median Based Deseasonalization Versus that Using Multiplicative Seasonal Decomposition

<table>
<thead>
<tr>
<th>Model</th>
<th>SMAPE % (Std Err)</th>
<th>Avg Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVG SEAS DECOMP</td>
<td>19.56 (0.60)</td>
<td>1.89</td>
</tr>
<tr>
<td>MEDIAN SEAS</td>
<td>18.95 (0.76)</td>
<td>1.11</td>
</tr>
</tbody>
</table>

Concerning the deseasonalization issue, we tested the used median-based deseasonalization against the well-known multiplicative seasonal decomposition method (see Makridakis et al [42] and Gardner and Diaz-Saiz [23]). This method is widely used in the forecasting literature and therefore it is reasonable to use it as a benchmark. We considered the forecasting system that we have developed, and replaced all
median-based deseasonalization steps with the multiplicative seasonal decomposition (leaving everything else the same), to check on the performance of the alternative hypothesis. Table 2 shows the SMAPE’s and the average ranks of the forecasting system with the proposed median deseasonalization method and the forecasting system with the multiplicative seasonal decomposition method. Again one can see that the proposed deseasonalization method leads to better performance in comparison to the alternative seasonal decomposition method. Friedman’s test, applied on the ranks, indicates that the mean rank difference is significant at the 5% level.

We wish to mention that when we had developed the forecasting system we did not overuse the test set for the forecast combination and the seasonality aspects. Most of the experimentation on the test set was for the purpose of selecting the best nine individual models. But, we had determined at the outset to use the forecast combination concept. Concerning deseasonalization, we used only one test to select (to compare the proposed deseasonalization approach with the multiplicative seasonal decomposition method) and there was no extensive experimentation. So the test set is not polluted with multiple experimentation and model selection (with respect to the forecast combination and seasonality aspects) that tends to bias the test results.

9 Conclusions and Discussion

In this paper we have presented the model with which we participated in the NN5 time series competition. The model obtained a high rank, and this is mainly because of several aspects. We have shown that the forecast combination aspect was one of the most significant. Also, the median-based deseasonalization method clearly added value. We also believe that the careful and principled selection of the individual forecasting models and the preprocessing methods that we followed had a considerable role in leading to improved results.

However, the contribution of this last point (i.e. the individual selection of models) could not be quantified. In our proposed approach, we considered 140 models/preprocessing combinations, and selected the best 9 to combine. The question is whether we have tested enough models. Perhaps testing too many would lead to spurious final selections (especially with highly specified nonlinear models). Perhaps more targeted choices of the types of tested models would be beneficial. Even though it is very hard to know a priori which model is expected to work, some general guidelines would yield some needed focus in the search.

But, what we would like to champion is the value of using a validation or a test period (like the multiple time origin test). We observed that a parameter set or model favored by the test set, even if this goes against some intuitive arguments, generally prevails in true out of sample performance. We have not performed a quantitative
study for the value of the test set, but some other studies have analyzed this problem (for example [3]). A very promising future research direction is to develop more efficient validation procedures, for the purpose of assessing and selecting the right models. These could borrow some of the specialized techniques found in some other related problems, such as in classification error estimation, where state of the art methods based on bootstrap sampling have proven superiority.
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