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Abstract
Volatility plays an important role in derivatives pricing, asset allocation, and risk management, to name but a few areas. It is therefore crucial to make the utmost use of the scant information typically available in short time windows when estimating the volatility. We propose a volatility estimator using the high and the low information in addition to the close price, all of which are typically available to investors. The proposed estimator is based on a maximum likelihood approach. We present explicit formulae for the likelihood of the drift and volatility parameters when the underlying asset is assumed to follow a Brownian motion with constant drift and volatility. Our approach is to then maximize this likelihood to obtain the estimator of the volatility. While we present the method in the context of a Brownian motion, the general methodology is applicable whenever one can obtain the likelihood of the volatility parameter given the high, low, and close information. We present simulations which indicate that our estimator achieves consistently better performance than existing estimators (that use the same information and assumptions) for simulated data. In addition, our simulations using real price data demonstrate that our method produces more stable estimates. We also consider the effects of quantized prices and discretized time.

1. Introduction
The volatility of a financial instrument is a crucial parameter for a number of reasons. It enters as a parameter in pricing formulae for derivative instruments, and plays key roles in asset allocation, and risk management. As a result, considerable attention has been devoted to the accurate estimation of volatility. Because it is recognized that volatility shifts may occur, it is imperative to use only the most recent price observations to construct an estimate of the volatility. To obtain a good estimator, one should thus attempt to make the utmost use of the small number of observations available. In this paper, we propose an estimator that uses the high and low price information in addition to the closing price used by conventional estimators. In practice, this would be of great interest because most historical data are quoted with both the high and low in addition to the close.

In this paper we propose new estimates for both the volatility and the drift of a Brownian motion using a maximum likelihood approach, under the assumption that the drift and volatility are constant. Our primary focus is on the volatility. The inputs to the algorithm are the close, high, and low prices for some specified period in the past, and our approach is to derive an expression for the joint density of the high and the low given the previous close. We then construct a likelihood
function, which we maximize using a two-dimensional search technique to obtain the maximum likelihood estimates of the drift and volatility parameters. The reliability of the high and low observations is questionable when the price can be quantized and the Brownian is only observed at discrete time intervals, and so we discuss how to incorporate such discretization biases.

The specific formulae that we present assume that the drift and volatility parameters of the Brownian motion are constant during some specified time period. Such an assumption is generally considered to be only an approximate model for real asset dynamics—for example, the distribution function of log-returns is usually leptokurtic [3, 6, 7], and intra-day volatilities may show some periodicities that are related to human behaviour [11]. Despite such evidence that the volatility may not be constant, the constant volatility geometric Brownian motion model is widely used, partially on account of its analytical simplicity, and we continue with this tradition. In principle, our methodology can be extended to more complex stochastic models at the expense of further analytical complications. The key requirement is the ability to obtain the joint density of the open, high, and low.

Our methods can be combined with explicitly predictive techniques such as ARMA/GARCH-type models [17], to address changing volatility. We do not address such issues. Our present goal is to present a useful and effective framework for incorporating the high, low, and close information that is usually available in financial data, under the assumption that the drift and volatility are constant over the period for which the high, low, and close have been obtained.

Our simulations indicate that the RMS prediction error of our estimator is about 2.6–2.7 times less than that of the estimator obtained using the closing price alone. In practical terms, using the closing price alone would require about 35–40 days’ worth of data to obtain a comparable accuracy to our method based on 5 days. Other methods that use the high–low information also obtain reductions in the RMS prediction error when compared to methods based on the close, but not as substantial as those achieved using our method. For comparison, Parkinson’s method obtains a reduction by a factor of about 2.2. With real data, we demonstrate that our method obtains more stable volatility estimates (and hence ones more consistent with the assumptions of the model). By using a sliding window, one can obtain a time-varying volatility estimate. It is not our explicit intent to obtain time-varying volatility estimates; however, we suggest this approach as one possibility for obtaining time-varying volatility estimates using estimators built upon the assumption of a constant volatility over short time periods. The detailed comparison of this approach with existing approaches tailored to time-varying volatility, such as GARCH [17] and stochastic volatility models [19], is not within the scope of this work—we focus on developing a better estimator for the case of constant drift and volatility.

Volatility estimates obtained using high and low prices have been considered to some extent in the literature. All previous studies have considered securities characterized by geometric Brownian motion or Brownian motion, Parkinson [10] shows that expectation of the high minus the low squared is proportional to $\sigma^2$, and thus constructs an estimate based on the high minus the low. Garman and Klass [5] define a quadratic function of the high, low, and close, and derive the parameters of such a function that result in the estimate being unbiased with minimum variance (their estimate is unbiased only in the case of zero drift). Rogers et al [12–14] propose another formula, and show that it is an unbiased estimate even for non-zero drift. The problem with these approaches is that they are not necessarily optimal estimates. In addition, they consider only one period (one day for example). By taking the average of the estimates over the days considered in the data set, unbiasedness of the estimates will prevail, but optimality will generally not be valid.

One of the advantages of the maximum likelihood approach lies in the fact that it produces estimates that are asymptotically efficient. Further, if one assumes independence among the time periods, as is customary in the case, then multiple time periods can be incorporated by using the product likelihood function. In addition, within this probabilistic framework, it is straightforward to employ a fully Bayesian decision theoretic approach, whereby one enforces certain priors that one might have on the drift and the volatility (for example, in a risk-averse world, the drift should be higher than the risk-free rate [1]).

This paper is organized as follows. First, we develop the maximum likelihood formulation of the problem and then extensions to discrete time and price. We then present extensive simulations to compare our method to existing methods (the close estimator, Parkinson’s estimator, Rogers and Satchell’s estimator, and the Garman–Klass estimator). Finally, we demonstrate the use of our method with real data. We compare our method for estimating the volatility with Parkinson’s [10], Rogers and Satchell’s [13], and with the estimate based on the close price alone.

2. Maximum likelihood approach

We consider an instrument that follows a standard Brownian motion:

$$dX(t) = \mu dt + \sigma dW(t)$$

(1)

where $\mu$ and $\sigma$ denote respectively the drift and the volatility of the instrument, which are constants, and $W(t)$ is a standard Wiener process. Usually, financial instruments are assumed to show geometric Brownian motion, which can be converted to a standard Brownian motion using a transformation of variables. According to Ito’s calculus, if $x(t)$ follows the dynamics given in (1), then $dS(t) = e^{\mu t} dX(t)$ follows a geometric Brownian motion given by

$$dS(t) = (\mu + \frac{1}{2}\sigma^2)S(t) dt + \sigma S(t) dW(t)$$

(2)

and thus we can estimate the drift and volatility of $\log S(t)$ and construct the drift and volatility of $S(t)$ as specified in (2).

Let the instrument value at time 0 be $x_0 = x$. Consider for the time being the single-period case, for example one day. We will derive a volatility estimator using the high and the low information. Later in the section, we will show how to extend
this estimator in a straightforward manner to the multi-period case (several days in the example that we consider). Denote the high and the low for the period by \( h \) and \( l \) respectively, i.e.,

\[
h = \sup_{0 \leq t \leq T} x(t),
\]

\[
l = \inf_{0 \leq t \leq T} x(t),
\]

where \( T \) is the length of the period. The idea behind the proposed method is to evaluate the conditional density

\[
p(h, l | x, \mu, \sigma, T)
\]

and then obtain the \( \mu \) and the \( \sigma \) that maximize this likelihood function. To obtain such a probability density, we revisit a classical result for the problem of first passage time of a Brownian motion with drift and with two absorbing boundaries [4]. In the first-passage problem, we have a Brownian motion and two boundaries \( h_1 \) and \( h_2 \) with \( h_1 < x(0) < h_2 \). The first passage time is the time until \( x(t) \) first crosses either of the boundaries. The density function and the distribution function of the first passage time have been derived (see [4]), and they are in the form of a series. Let the distribution function be

\[
F(T | h_1, h_2, x, \mu, \sigma)
\]

which represents the probability that first passage occurs in the interval \([0, T]\). One can see that the distribution function corresponding to the required density \( p(h, l | x, \mu, \sigma, T) \) with respect to the high and low random variables is equal to \( 1 - F \). Hence, we can obtain the density \( p(h, l | x, \mu, \sigma, T) \) by differentiation as follows:

\[
p(h, l | x, \mu, \sigma, T) = \frac{\partial^2}{\partial h_1 \partial h_2} F(T | h_1, h_2, x, \mu, \sigma) \bigg|_{h_1 = l, h_2 = h}
\]

where the right-hand side represents the second-order partial derivative with respect to the two barrier levels evaluated at the low and high. Domine [4] has computed a series expansion for exactly this first-passage-time distribution \( F \); hence what remains is to compute the necessary derivatives. The formulae are tedious and their explicit form is given in the appendix—see equation (33) in the appendix, which is a series representation for the density \( p(h, l | x, \mu, \sigma, T) \), and can be computed to any desired accuracy by taking sufficiently many terms. As a practical point, it is found that as the volatility decreases, more terms in the series should be computed to maintain the accuracy of the estimate.

Consider now the multi-day case. Assume that one observes a set of prices, which consists of the open \( x_0 \) of the first day and the triples \( \{h_i, l_i, c_i\}_{i=1}^N \) where \( i \) indexes the consecutive days for which one has data, and \( h, l, c \) represent the high, low, close respectively. We assume that the close of any given day is the open of the next day; hence we can define the series of opens by \( o_1 = x_0 \) and \( o_i = c_{i-1} \) for \( i > 1 \). (If there are gaps in the data between a close and the next open, then the contribution of this period to the likelihood function can be obtained from a Gaussian distribution, since there is no high and low information to exploit.) Because of the Markov property, the likelihood for the set of \( N \) days becomes the product of the likelihoods of each day. The log-likelihood then becomes a sum and is given by the formula

\[
L(\mu, \sigma) = \sum_{t=1}^{N} \log p(h_t, l_t | o_t, \mu, \sigma, T)
\]

where \( p(h_t, l_t | o_t, \mu, \sigma, T) \) is given by (7) and an explicit series representation is given in (33). \( L(\mu, \sigma) \) is the function that we wish to maximize with respect to \( \mu \) and \( \sigma \). The values of \( \mu \) and \( \sigma \) that maximize (8) are our estimates \( \hat{\mu} \) and \( \hat{\sigma} \).

3. Discrete time and price

While a maximum likelihood (or Bayesian) approach may be optimal, the volatility estimates that result in practical situations may contain errors that arise from two possible sources. The first is that the price changes are quantized—the unit of change is denoted by a tick; for example, in many financial markets, quotes are usually to the nearest 1/16 (US) dollar. Further, the price changes only occur when the trades are made, and the waiting time between consecutive trades is itself a random variable [3, 15]. Thus, the price is quoted at discrete time intervals in integral units of the tick. From these price data the high and low are obtained. To facilitate analysis, we will proceed like Rogers and Satchell [13] and approximate these discretization phenomena by assuming that the price process is actually a Brownian motion that is sampled at discrete times \( t = 0, \tau, 2\tau, \ldots \), and this price is then rounded to the nearest tick. Thus, the Brownian motion is not directly observed, the observed process being a random walk that samples the Brownian motion at regular (possibly large) intervals. While this model is probably only a first approximation to tick data, it is close to reality for prices quoted every 5 min (for example).

One does not expect the price quantization to significantly bias the high (or the low) one way or the other, since intuitively one might argue that sometimes the rounding will result in a positive error and sometimes a negative. On the other hand, the time discretization produces an error that is systematic and can be significant. Since the actual high (low) could occur between the times when the price is observed, the observed high (low) will always be below (above) the true high (low). This can lead to significant underestimation of the volatility. Here, we present a discussion of these discretization effects. We do not describe all the details since this is not the main theme of the paper; however, we do present the relevant formulae.

Suppose that the quoted (observed) high is \( h_0 \), and the quoted low is \( l_0 \). Let the true high and low be \( h \) and \( l \) respectively, and define the differences \( \delta_h = h - h_0 \) and \( \delta_l = l - l_0 \). \( \delta_h \) and \( \delta_l \) will have some joint distribution. Ideally one would like to obtain this distribution, and incorporate it into the maximum likelihood estimator according to the formula

\[
p(h_0, l_0 | o, \mu, \sigma, T) = \int dh dl \ p(h, l_0 | o, \mu, \sigma, T) p(h, l | o, \mu, \sigma, T).
\]
second term is the distribution of the true high and low obtained in equation (33) in the appendix. This is a tedious approach, and an alternative approximate one was suggested in [13]. In [13], Rogers and Satchel replace \( h \) and \( h^2 \) in the expression for their volatility estimators by the expected values of \( h \) and \( h^2 \) (and similarly for \( l \) and \( l^2 \)). Since by the definitions of \( h_0 \) and \( h_0 \) we have that
\[
E[h] = h_0 + E[\delta h_0 | h_0, l_0] \quad \text{and} \quad E[h^2] = h_0^2 + 2h_0 E[\delta h_0 | h_0, l_0] + E[\delta h_0^2 | h_0, l_0],
\]
\[
E[l] = l_0 + E[\delta l_0 | l_0] \quad \text{and} \quad E[l^2] = l_0^2 + 2l_0 E[\delta l_0 | l_0, l_0] + E[\delta l_0^2 | l_0, l_0],
\]
it suffices to compute \( E[\delta h_0 | h_0, l_0] \), \( E[\delta l_0 | h_0, l_0] \), and similarly for \( \delta \). This is the approach that we suggest for the maximum likelihood estimator: namely, replace \( h, l, h^2, l^2 \) in (33) by their expected values in order to compute the likelihood.

3.1. Discretized price

We make the approximation that in analysing the discretization effect, we can treat the maximum and minimum independently. The joint density of the maximum and the close of a Wiener process (assuming the open is zero) has been computed in [16]:
\[
f_T(h, c) = \frac{2(2h - c)}{(2\pi)^{1/2}} \frac{1}{(\sigma^2 T)^{3/2}} \exp\left[-(2h - c)^2 - 2\mu c T + \mu^2 T^2 / 2\sigma^2 T \right].
\]
(10)

Using this density, and assuming that the price quantization is 2e, one can compute the conditional density \( f_r(h | c, h \in [0, e], h_0 + e) \), conditioning on the fact that the true high must be within \( e \) of the observed high. This density is given by
\[
f_r(h | c, h \in [0, e], h_0 + e) = \begin{cases} 
\frac{1}{Z} \frac{2(2h - c)}{(2\pi)^{1/2}} \frac{1}{(\sigma^2 T)^{3/2}} \exp\left[-4h(2h - c) / (2\sigma^2 T) \right], & h \in [0, e], \ h_0 + e, \\
0, & \text{otherwise}, \end{cases}
\]
(11)

where \( Z = \int_{0}^{e} dx (2x - c) \exp(-4x(x - c) / (2\sigma^2 T)) \). It is now a routine but tedious calculation to compute the expected values, \( E[\delta h_0 | h_0] \) and \( E[\delta h_0^2 | h_0] \), using this conditional density. In the limit \( e \to 0 \), and assuming that \( h_0 - c >> e \), the result is
\[
E[\delta h_0 | h_0] = \frac{2e^2}{3(2h_0 - c)} \left[ 1 - \frac{(2h_0 - c)^2}{\sigma^2 T} \right] + o(e^2),
\]
\[
E[\delta h_0^2 | h_0] = \frac{\varepsilon^2}{3} + o(e^2).
\]
(12)

As already mentioned, we expect the effect of the rounding to be minor as can be observed from the fact that the first order correction is \( o(e^2) \) which is small if \( e \) is small.

The corrections for the minimum, \( E[\delta l_0 | l_0] \) and \( E[\delta l_0^2 | l_0] \), can be obtained in a similar manner. The joint density for the magnitude of the minimum and the close can be obtained by making the changes \( \mu \to -\mu, c \to -c \) in the density for the maximum. All the calculations are then analogous, and we finally arrive at
\[
E[\delta h_0 | h_0] = \frac{2e^2}{3(2h_0 + c)} \left[ 1 - \frac{(2h_0 + c)^2}{\sigma^2 T} \right] + o(e^2),
\]
\[
E[\delta l_0 | l_0] = \frac{\varepsilon^2}{3} + o(e^2).
\]
(13)

One could also develop a similar correction for the close, but since the argument is similar, we do not pursue it further here. An alternative approach to estimating volatility with price quanta was given in [12], where it is assumed that rather than observing at fixed time intervals and then rounding, the price is only observed after it has moved by \( e \).

3.2. Discretized time

The effect of observing the Brownian motion at discrete time intervals is expected to have the systematic effect of understimating the maximum and overestimating the minimum. We follow the approximation used in [13]. Once again, we write \( h = h_0 + \delta h \), where now \( \delta h \) is necessarily positive. A non-zero \( \delta h \) arises from the fact that the Brownian motion can fluctuate above \( h_0 \) in the intervals where the Brownian is not observed. As a first approximation, we assume that the largest \( \delta h \) > 0 occurs in one of the two intervals adjacent to the time at which \( h_0 \) is observed, once again following [13]. Let \( \tau \) be the size of the time interval. Then, it is necessary to obtain the distribution of the maximum of a Brownian process given that it is \( h_0 \) at \( t = 0 \) and less than \( h_0 \) at \( t = \pm \tau \). In [13], the expected values, \( E[\delta h_0 | h_0] \) and \( E[\delta h_0^2 | h_0] \), are computed. In the limit when \( \tau \to 0 \), the result is given by
\[
E[\delta h_0 | h_0] = -\frac{1}{2} \sqrt{\pi} \frac{1}{6} \left[ \frac{\sqrt{2} - \sqrt{6}}{4} \right] \sigma \sqrt{\tau} + o(\tau^{1/2}),
\]
\[
E[\delta h_0^2 | h_0] = \frac{1}{12} + \frac{\tau}{16} \sigma^2 \tau + o(\tau),
\]
(14)

A similar calculation can be performed for the distribution of the minimum with analogous results, namely, \( E[\delta l_0 | h_0] = -E[\delta h_0 | h_0] \) and \( E[\delta l_0^2 | h_0] = E[\delta h_0^2 | h_0] \).

4. Simulation results

The proposed approach involves the maximization of the likelihood function given in (8). The results may depend on the specific algorithm that is used. For our simulations, we used a standard multi-dimensional unconstrained Nelder-Mead optimization algorithm that is available in Matlab [8], as the finmaxsearch function (all our simulations were run in Matlab). In order to enforce the positivity constraint on \( \sigma \), we used the trick of defining \( \sigma = \nu^2 \) and then optimizing with respect to \( \nu \) which is now unconstrained. As initial values for the optimization, we used the values obtained by the close estimator. The iterative optimization was continued until convergence to within error tolerances of \( 10^{-4} \) was reached for the likelihood function and the parameters.
4.1. Artificially generated data

To compare various volatility estimators, we generated artificial data for window sizes ranging from 5 to 50 days. For each day (of length \( T = 1 \)), we simulated the Brownian motion \((B)\) using 100,000 time steps to obtain the high, low, and close data for the window. The changes in the Brownian motion are computed according to \( \Delta B = \mu \Delta t + \sigma \varepsilon \sqrt{\Delta t} \) where \( \Delta t = T/100000 \) and \( \varepsilon \) is an independent, normally distributed random variable at each time step. Note that since we model the parameters of the Brownian motion as constants, we did not use stochastic volatility models to compare the predictors—all the predictors are developed under the assumption that the drift and volatility are constant. In principle we could also investigate how much each predictor would be affected by a stochastic volatility, including for comparison GARCH and stochastic volatility models; however, this is not within the scope of the present discussion. In our simulations, we compare different estimators by looking at their RMS prediction error \( \left( \frac{1}{N} \sum (\hat{\sigma} - \sigma)^2 \right)^{1/2} \) using 2000 realizations for each window size.

In our first simulation, we will assume that \( \mu \) is known and does not need to be estimated. It is frequently the case that this assumption is made by equating the drift to the risk-free rate (this can be done provided that \( \mu \gg \sigma^2 \)). For our simulations, we set \( T = 1 \), \( \mu = 0.02 \), \( \sigma = 0.5 \), and \( \varepsilon = 0 \). We assume that the drift \( \mu \) is known and only the volatility \( \sigma \) needs to be estimated. Shown in the first four columns of table 1 is a comparison of four methods. The first method uses the close prices only, and the estimate is given by

\[
\hat{\sigma}_{\text{close}} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (c_i - \overline{c})^2}.
\]

(15)

The second method (Parkinson’s estimator) uses only the high and low values \([10]\), and the estimate is given by

\[
\hat{\sigma}_{\text{Park}} = \sqrt{\frac{1}{4NT} \ln 2 \sum_{i=1}^{N} (h_i - l_i)^2}.
\]

(16)

The third method (the Rogers–Satchell estimator) uses the high low and close prices \([13]\), and the estimate is given by

\[
\hat{\sigma}_{\text{RS}} = \sqrt{\frac{1}{NT} \sum_{i=1}^{N} (h_i - \overline{c})(h_i - c_i) + (l_i - \overline{c})(l_i - c_i)}.
\]

(17)

The fourth method is our method based maximum likelihood, and the estimate is given by

\[
\hat{\sigma}_{\text{ML}} = \arg\max_{\nu} L(\mu, \nu),
\]

(18)

where \( L(\mu, \nu) \) is given in (8).

We show the results of these simulations in the first four columns of table 1 (\( \mu \) known). The results are also summarized in figure 1(a). From these results it is clear that our method produces a superior estimate, in terms of accuracy. In terms of CPU time, the competing methods are essentially instantaneous, requiring, for example, about 100 floating point operations (flops) to estimate the volatility on a window of size 10. Our method requires roughly \( 10^3 \) flops or is about 100,000 times slower. This is on account of the need to perform an optimization as well as the time needed to compute the complex likelihood function. On a modern 2 GHz machine which requires roughly 200 clock cycles per flop, this takes roughly 1 \( \text{s} \). Since the goal is to compute the volatility as accurately as possible, extra CPU time is not an issue, as long as it is within reasonable limits.

One might note that the Parkinson and Rogers–Satchell estimates do not rely on knowledge of \( \mu \). Thus, to fairly compare these estimates to the maximum likelihood estimator, one should not assume that \( \mu \) is known. We therefore repeat the previous simulation without assuming that \( \mu \) is known. In this case, both \( \mu \) and \( \sigma \) need to be estimated—this additional concern is only relevant to the close estimator and our maximum likelihood estimator. The results of this simulation are shown in table 1 in the ‘\( \mu \) unknown’ columns. The numbers shown in parentheses in these two columns are the resulting RMS errors in the estimates of \( \mu \) for the methods. These results are also summarized in figure 1(b). Our method not only remains superior to all the other methods, but the fact that \( \mu \) needs to be estimated as well has not significantly worsened the performance. Note, however, that the RMS error in \( \mu \) for the close estimate is slightly better than the ML estimate. The intuition for this is that the high and low seem to convey more information about the volatility than the drift (as can also be seen by the \( \mu \)-independence of the Parkinson estimate).

As one further comparison, we consider the special case of \( \mu = 0 \). For this particular situation, Garman–Klass [5] have constructed the optimal (in the least-squares sense) quadratic estimator as

\[
\hat{\sigma}_{\text{GK}} = \left( \frac{1}{N} \sum_{i=1}^{N} 0.511(\tilde{h}_i - \tilde{l}_i)^2 - 0.019(\overline{h}_i + \overline{l}_i - 2\tilde{h}_i\tilde{l}_i - 0.38\nu)^2 \right)^{1/2}.
\]

(19)

The tilde over the symbols indicates that one ‘normalizes’ the quantities by subtracting the open price. For example, \( \tilde{h}_i = h_i - \overline{c} \). A comparison between this estimator and our maximum likelihood estimator for the case of \( \mu = 0 \) is given in the last two columns of table 1. In this special case of zero drift, our estimator does not beat the Garman–Klass estimator for small window sizes, but it approaches the optimal estimator as the window size increases. This is to be expected since the Garman–Klass estimator is the optimal quadratic estimator. These results are also summarized in figure 2(a), along with the performance of the other estimators for this special case of \( \mu = 0 \). From figure 2, it is seen that the Garman–Klass estimator is slightly better than the maximum likelihood estimator; however, one can also note that the maximum likelihood estimator is asymptotically approaching the Garman–Klass estimator as one might expect due to the asymptotic efficiency of maximum likelihood estimators.
the difference in RMS prediction error between the various estimators and the optimal Garman–Klass estimator. The main drawback of the Garman–Klass estimator is that it only applies to the case of zero drift.

4.2. Real data

We have also applied our model to real data. We tested the methods on many different stocks, and obtained similar results each time. We only show the results from IBM. We used high, low, and close price data from 2 January 1987 to 29 October 1999, a total of 3241 trading days. These data are commercially available and we obtained them from [9]. We set the open price for a day as the close price for the previous day, and we discard the first day (as we have no open price for this day). We report the results of estimating the volatility from a 10-day window of high–low–close prices. This window is shifted a day at a time to generate volatility estimates based on different 10-day windows. As the window is moved from left to right, the volatility estimates for the close estimator, Parkinson’s high–low estimator, Rogers and Satchell’s high–low–close estimator, and our maximum likelihood estimator are shown in figure 3, column (a). Notice the large peak in the close estimate, around day 200. This peak is present in all the estimators, but shrinks as the estimator gets better. This peak corresponds to all the 10-day windows that contain Black Monday, 19 October 1987, corresponding to the stock market crash of October 1987. The other peaks in the close estimate centred around days 1500, 2700, 3200 have largely disappeared in the better estimates, and can be considered spurious peaks, not real outliers like the 19 October 1987 crash.

Since no ground truth is available against which to measure the various estimates, we compare the methods on the basis of stability measures of the volatility estimate. The volatility should not vary drastically from day to day. At most, it should be slowly varying, given that we model the stock process using a constant volatility. We define a measure of stability of the volatility estimate which we call the variability of the volatility estimate. The variability is the standard deviation of the estimate over twenty consecutive 10-day windows. As these twenty windows move from left to right, the variability of the estimate is plotted in figure 3, column (b). The average variability of the estimate is also given in the figure. The standard deviation of the estimates over the entire Q.7 period is given in table 2.
Table 2.

<table>
<thead>
<tr>
<th>$\hat{s}_{ML}$</th>
<th>$\hat{s}_{RS}$</th>
<th>$\hat{s}_{ML}$</th>
<th>$\hat{s}_{close}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0751</td>
<td>0.0912</td>
<td>0.104</td>
<td>0.134</td>
</tr>
</tbody>
</table>

It is clear from figure 3(b) and the table above that the maximum likelihood estimate is the most stable estimate.

Figure 3, column (c) shows the histogram of the logarithm of the volatility estimates over the entire time period from 1987 to 1999. Also shown is the normal distribution having the same mean and variance. The log-volatility estimates are remarkably close to a normal distribution, indicating that the actual volatility itself appears to be distributed log-normally, in accordance with previous studies [11, 18, 19]. We have also included in the figure the histogram that should have resulted had the volatility been a constant equal to its mean over the entire period. Notice that even if the volatility is a constant, the estimate will not be constant due to random fluctuations. In all cases, the histogram that would arise due to random fluctuations is narrower than the observed histogram, suggesting that the volatility may not be accurately modelled as a constant. However, note that using the small-window estimate does give a log-normally distributed estimate for the volatility, in accordance with [11, 18, 19]. This suggests that this approach may be applicable to stochastic volatility estimation.

In general, when using a constant-volatility method to produce time-varying volatility estimates by using a sliding window, it is desirable to use as small a prediction window as one can afford while still getting a reasonable estimate of the volatility. Under such a paradigm, our method will outperform the existing constant-volatility methods, as we have demonstrated by simulation. However, it is not clear how such an approach would fare against other methods that are specifically tailored to time-varying volatility, such as GARCH and stochastic volatility methods. Such a detailed comparison by simulation is not within the scope of the present discussion, and we leave such issues as avenues for future work.

5. Conclusions

We have presented a formula for obtaining the joint distribution of the high and low given the open and the parameters of the Wiener process. Using this formula, one can construct a likelihood for the observed data given the parameters and hence obtain a maximum likelihood estimate for the parameters. One could also employ a fully Bayesian framework to obtain a Bayes optimal estimator under some risk measure, if one had some prior information on the possible values of the volatility. We have shown that in simulations, our estimator achieves a significant improvement over the conventional close estimator as well as other estimators based on the high, low, and close values. Further, we have demonstrated that our method produces a much more stable estimator when using real data, thus enabling one to make reliable volatility estimates using the few most recent data points. It is expected that a more accurate estimate of the time-varying volatility will lead to more efficient pricing of volatility-based derivative instruments such as options.

Appendix. Joint density of the high and the low

In this appendix, we compute a series expansion for the joint density of the high and the low given the open, and the drift and volatility parameters. This is the expression that is needed for the computation of the likelihood as given in (8). We start with the distribution function (6). A series expansion is derived in [4] which we reproduce here for convenience:

$$F(T| h_1, h_2, x, \mu, \sigma) = \sum_{k=1}^{\infty} 2\pi^k k! \tilde{\mathcal{C}}(k, x, \mu, \sigma, h_1, h_2)$$

$$\times f(k, \mu, \sigma, T, (h_1 - h_2)^2)$$

where the functions $\tilde{\mathcal{C}}$ and $f$ are given by

$$\tilde{\mathcal{C}}(k, x, \mu, \sigma, h_1, h_2) = \left[ \exp \left( \frac{\mu}{\sigma^2} (h_2 - x) \right) (-1)^{k+1} + \exp \left( \frac{\mu}{\sigma^2} (h_1 - x) \right) \sin \left( k \pi \frac{x - h_1}{h_2 - h_1} \right) \right]$$

(20)
Figure 3. Volatility estimates based on IBM’s return series for various predictors. From top to bottom, the predictors are (i) $\hat{\sigma}_{M}$, (ii) $\hat{\sigma}_{RS}$, (iii) $\hat{\sigma}_{	ext{Park}}$, (iv) $\hat{\sigma}_{	ext{close}}$. The columns from left to right are (a) the volatility estimates; (b) the variability of the volatility estimates; (c) a histogram of the volatility estimates showing the normal with the same mean and variance as well as the histogram that would have been expected had the volatility been a constant equal to the mean.

and

$$\begin{equation}
    f(k, \mu, \sigma, T, u) = \frac{\exp\{-g(k, \mu, \sigma, u)T/(2\sigma^2u)\}}{g(k, \mu, \sigma, u)}
\end{equation} \tag{22}
$$

where

$$\begin{equation}
    g(k, \mu, \sigma, u) = \mu^2 u + \sigma^4 k^2 \pi^2.
\end{equation} \tag{23}$$
In order to make the notation more concise, we will suppress the dependence on \( k, x, \mu, \sigma, T \) when referring to the above functions (keeping only the dependence on \( h_1, h_2 \)); for example, we will write \( f(\mu) \) instead of \( f(k, \mu, o, u) \). The derivatives of \( \tilde{C}(h_1, h_2) \) and \( f(\mu) \) will be needed. We will use the usual subscript notation to denote the partial derivatives with respect to the arguments; for example, \( \tilde{C}_{1,1}(h_1, h_2) \) is the \( i \)th partial derivative with respect to the first argument and the \( j \)th partial derivative with respect to the second argument. Using this notation, the joint density (7) is given by

\[
p(h_1, l_{h_1}, \mu, \sigma, T) = -F_{1,1}(h_1, h_2) |h_1 - l_{h_1} = h_1|.
\]  

(24)

We will need the partial derivatives \( f_1(\mu), f_2(\mu), \tilde{C}_{1,0}(h_1, h_2), \tilde{C}_{1,1}(h_1, h_2) \), and \( \tilde{C}_{2,1}(h_1, h_2) \). Tedious but straightforward computations yield the following expressions:

\[
f_1(\mu) = f(\mu) \left[ \frac{T}{2\sigma^2 u} \left( \frac{g(u)}{u} - \mu^2 \right) - \frac{\mu^2}{g(u)} \right],
\]  

(25)

\[
f_2(\mu) = \frac{f(u)^2}{f(\mu)} + f(\mu) \left[ \frac{T}{\sigma^2 u^2} \left( \mu^2 - \frac{g(u)}{u} \right) + \frac{\mu^4}{g(u^2)} \right].
\]  

(26)

In order to write the derivatives of \( \tilde{C} \) more compactly, we introduce the function \( A(h_1, h_2) = k\pi (x - h_1)/(h_2 - h_1) \). The derivatives of \( A \) are then given by

\[
A_{0,1}(h_1, h_2) = -\frac{A(h_1, h_2)}{(h_2 - h_1)},
\]  

(27)

\[
A_{1,0}(h_1, h_2) = A(h_1, h_2) \left( \frac{1}{h_2 - h_1} - \frac{1}{x - h_1} \right),
\]  

(28)

\[
A_{1,1}(h_1, h_2) = A(h_1, h_2) \left( \frac{x - h_1}{h_2 - h_1} - \frac{2}{h_2 - h_1} \right).
\]  

(29)

One then finds for the derivatives of \( \tilde{C} \):

\[
\tilde{C}_{0,1}(h_1, h_2) = A_{0,1} \cos(A) \tilde{C} + (-1)^{k+1} \frac{\mu}{\sigma^2} \sin(A) \exp \left( \frac{\mu}{\sigma^2} (h_2 - x) \right),
\]  

(30)

\[
\tilde{C}_{1,0}(h_1, h_2) = A_{1,0} \cos(A) \tilde{C} + \frac{\mu}{\sigma^2} \sin(A) \exp \left( \frac{\mu}{\sigma^2} (h_1 - x) \right),
\]  

(31)

\[
\tilde{C}_{1,1}(h_1, h_2) = A_{1,1} \cos(A) \tilde{C} + \frac{A_{1,0} A_{0,1}}{\sin^2(A)} \tilde{C} + A_{1,0} \cos(A) \tilde{C}_{0,1} + \frac{\mu}{\sigma^2} A_{0,1} \cos(A) \exp \left( \frac{\mu}{\sigma^2} (h_1 - x) \right),
\]  

(32)

where we have suppressed the dependence on \( h_1, h_2 \) of the functions \( \tilde{C} \) and \( \tilde{C}_{0,1} \) on the right-hand side. Finally, the function

\[
F_{1,1}(h_1, h_2) = 2\sigma^4 \pi \sum_{k=1}^{\infty} \left( \tilde{C}_{1,1}(h_1, h_2) + 2(h_1 - x) f_1(\mu) \tilde{C}_{1,0}(h_1, h_2) - \tilde{C}_{0,1}(h_1, h_2) \right) - 4\sigma f_2(\mu)^2 (h_2 - h_1)^2 - 2\sigma f_1(\mu).
\]  

(33)
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